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Abstrak

Pneumothorax adalah salah satu kondisi paru-paru dimana terkumpulnya udara yang pada rongga pleura,
yaitu rongga tipis dibatasi dua selaput pleura diantara paru-paru dan dinding dada. Kondisi Pneumotho-
rax termasuk kedalam kategori kondisi kritis pada paru-paru yang memerlukan penanganan medis dari
dokter atau ahli medis lain dengan cepat. Jika tidak ditangani dengan cepat maka dapat menyebabkan
komplikasi hingga kematian. Maka dari itu deteksi dini dari kondisi Pneumothorax adalah suatu hal
yang perlu diprioritaskan.

Permasalahan yang sering terjadi saat ini adalah perbedaan analisis/penafsiran gambar medis antar
dokter. Sementara metode diagnosis saat ini masih bersifat manual yaitu ahli radiologi perlu mengecek
gambar secara langsung dengan bantuan Computer Aided Detection and Diagnosis (CAD). Dikarenakan
tingkat akurasi prediksi dari CAD masih belum signifikan maka diperlukan teknologi Deep Learning.
Salah satunya metode yang digunakan untuk melakukan proses training deteksi adalah menggunakan
Convolutional Neural Network.

Untuk menjawab atas permasalahan tersebut, maka pada penelitian ini akan dikembangkan sebuah
sistem yang menggunakan CNN agar dapat melakukan pendeteksian kondisi Pneumothorax, sehingga
dapat membantu menegaskan diagnosis yang dilakukan oleh dokter. Data citra yang digunakan adalah
Dataset NIH Chest X-ray yang berjumlah 112.121 citra dan dipublikasikan oleh National Institutes of
Health. Dataset tersebut terbagi menjadi tiga belas jenis kelas penyakit paru-paru.
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I. PENDAHULUAN

Pneumothorax adalah istilah medis untuk terkumpulnya udara pada rongga pleura, yaitu rongga tipis
yang dibatasi dua selaput pleura di antara paru-paru dan dinding dada. Udara yang terkumpul pada
rongga pleura dapat terjadi akibat adanya celah yang terbentuk akibat cedera pada dinding dada atau
robekan pada jaringan paru-paru. Akibatnya, udara tersebut dapat menekan paru-paru dan membuat
paru-paru menjadi mengempis (kolaps) [1].

Dalam sebuah survei di Minnesota, AS, kejadian pneumothorax adalah 7/100.000 untuk pria dan
1/100.000 untuk wanita. Di Inggris dan Wales, tingkat keseluruhan orang yang berkonsultasi dengan
pneumothorax adalah 24/100.000 per tahun untuk pria dan 10/100.000 per tahun untuk wanita. In-
siden tahunan untuk keseluruhan rawat inap darurat rumah sakit untuk pneumothorax di Inggris dan
Wales adalah 16.7/100.000 untuk pria dan 5.8/100.000 untuk wanita. Sementara tingkat kematian dari
pneumothorax jarang terjadi, tingkat kekambuhan terhitung tinggi dengan angka 35% [2].

X-ray dada adalah salah satu pemeriksaan radiologis yang paling umum diakses untuk skrining dan
diagnosis banyak penyakit paru-paru dikarenakan harga yang terhitung relatif murah jika dibandingkan
dengan alat akuisisi lain seperti CT, PET, dll, juga tidak semua institusi memiliki alat akuisisi lain
terutama untuk daerah selain perkotaan besar. X-ray memiliki kekurangan dibandingkan alat akuisisi
lain karena memiliki noise yang cukup banyak sehingga membuat gambar lebih sulit untuk dianalisis
oleh radiografer. Di dalam institusi klinik, kemampuan untuk memprioritaskan gambar yang memiliki
fitur lebih banyak dapat dilakukan dengan menggunakan label. Gambar x-ray yang didapat kemudian
akan digunakan oleh dokter untuk dilakukan proses diagnosis [3].

Metode diagnosis saat ini masih menggunakan cara yang konvensional yaitu radiografer menganalisis
gambar x-ray pasien secara langsung menggunakan bantuan Computer Aided Detection and Diagnosis
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(CAD). Secara umum, dua faktor penting dalam penilaian CAD adalah populasi pasien yang menja-
lani pemeriksaan dan populasi dokter yang menafsirkan data gambar. Kedua hal ini telah ditemukan
sebagai sumber utama variabilitas dalam interpretasi citra medis. Walaupun perbedaan dalam kasus
menambah variabilitas jenis penyakit, variabilitas yang luas berpotensi besar menyimpang dari penafsir-
an dokter. Studi menunjukan dari 108 mammographers di Amerika Serikat yang menggunakan CAD
umum menunjukkan bahwa pembaca memiliki 40% kepekaan dan 45% dalam spesifisitas [4].

Sementara masalah yang marak terjadi pada saat ini adalah penentuan gambar yang memiliki fitur
medis lebih banyak juga menjadi kendala yang dialami oleh radiografer. Permasalahan ini dapat diselesa-
ikan dengan cara menambahkan label pada gambar. Namun dengan melakukan ini dapat menimbulkan
masalah baru yaitu tertumpuknya label pada suatu gambar karena memiliki banyak fitur medis. Hal ini
dapat menyebabkan perbedaan dalam penafsiran/analisis pada gambar x-ray [4].

Berdasarkan permasalahan dari latar belakang di atas, maka adapun permasalahan yang dapat diam-
bil adalah hingga saat ini masih belum ada sistem yang bisa digunakan untuk melakukan pendeteksian
terhadap kondisi Pneumothorax.

II. DESAIN SISTEM KLASIFIKASI

Convolutional Neural Network (CNN) adalah salah satu arsitektur jaringan yang paling umum digunakan
untuk deteksi gambar. CNN berhasil digunakan dalam berbagai aplikasi mulai dari visi komputer hingga
pemrosesan citra medis. Dalam makalah ini, disajikan sistem deteksi Pneumothorax dengan menggunak-
an CNN berbasis Tensorflow dan Keras. Gambar x-ray yang dimasukkan akan diproses menggunakan
weight yang didapatkan setelah melakukan proses training dari dataset yang diperoleh. Arsitektur CNN
umum yang menjadi pondasi dalam penelitian ini dapat dilihat pada Gambar 1.

Gambar 1: Arsitektur Convolutional Neural Network

A. Persiapan Data
Pada Gambar 2 terpapar persentase dari dataset yang digunakan untuk pasien yang mengidap penyakit
paru-paru yang sudah dipisahkan dari gambar yang tidak berpenyakit. Setelah kita pisahkan gambar
yang mengidap penyakit dan tidak kita kemudian menyamaratakan jumlah data agar tidak terjadi over-
fitting karena banyaknya jumlah dataset untuk penyakit tertentu dibandingkan yang lain. Hasil dari
pemerataan tersebut kita bagi lagi menjadi dua data untuk training dan validation berjumlah 30.000
citra untuk training dan 10.000 sisanya untuk validation.
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Gambar 2: Dataset Setelah Disesuaikan

B. Pemilihan Optimizer
Pemilihan Optimizer dilakukan untuk menentukan optimizer mana yang memiliki nilai loss terkecil. Pa-
da Gambar 3 dapat dilihat bahwa adagrad dan adadelta meraih titik konvergensi tercepat dibandingkan
optimizer lain, namun jika fungsi training dilakukan dalam jumlah banyak per epoch maka adam meng-
ungguli yang lain. Dengan hasil tersebut maka diputuskan kita akan menggunakan optimizer adam
sebagai basisnya.

Gambar 3: Pemilihan Optimizer

C. Ukuran Batch dan Learning Rate
Penentuan jumlah batch size dan learning rate adalah suatu hal yang krusial untuk mendapatkan hasil
dengan loss terkecil. Pada Gambar 4 terlihat bahwa perbandingan langkah akumulasi batch size (32 x
n) dan learning rate. Gradient step size 8 dengan ukuran 256 dan learning rate berkisar 0.0005 adalah
spesifikasi dengan nilai loss terendah yang dapat dicapai oleh model dengan nilai 0.290358.
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Gambar 4: Batch Size dan Learning Rate

D. Arsitektur Model
MobileNet dan MobileNet V2

MobileNet adalah salah satu arsitektur yang sering digunakan dalam Machine Learning. Salah satu
keunggulan dari MobileNet adalah kecepatan dan keringanannya. MobileNet menggunakan konvolusi
yang dapat dipisahkan untuk mengurangi parameter selagi mempertahankan kedalaman yang sama
dengan normal CNN [6].

Gambar 5: Arsitektur MobileNet

Inception

Inception adalah model image recognition yang banyak digunakan dan telah terbukti mencapai aku-
rasi lebih dari 78.1% pada dataset ImageNet. Model ini pertama kali diperkenalkan oleh GoogLeNet.
Inception terdiri dari blok simetris dan asimetris, yang berisikan convolution layer, average pooling,
max pooling, concat, dropout, dan fully connected layer. Pada penelitian ini arsitektur yang digunakan
adalah InceptionV2 dan InceptionV3 [7].
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Gambar 6: Arsitektur InceptionV3

VGG-19

VGG-19 adalah Convolutional Neural Network yang sudah di-training. Angka 19 menunjukkan jumlah
dari layer dengan weight yang dapat di-train. 16 Convolutional Layer dan 3 Fully Connected Layer.
Maxpool layer digunakan untuk mengurangi ukuran dari input gambar yang nantinya akan menggunak-
an softmax untuk mengambil keputusan terakhir. VGG-19 di-train menggunakan Imagenet 1000-class
menggunakan gambar RGB (224,224,3) [8].

Gambar 7: Arsitektur VGG-19

ResNet

Di ILSVRC 2015, Kaiming He, Xiangyu Zhang, Shaoqing Ren, dan Jian Sun memperkenalkan Residual
Neural Network (ResNet). ResNet adalah arsitektur yang unik karena memiliki “residual blocks” [9],
yang memungkinkan satu atau lebih layer untuk dilewati. Seperti pada Gambar 8.

Gambar 8: Residual Block ResNet
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III. HASIL DAN PENGUJIAN

A. MobileNet V1
Pengujian tersebut dilakukan menggunakan arsitektur MobileNet dan menambahkan dense layer dengan
sigmoid berfungsi sebagai activation function untuk prediksi. Spesifikasi hasil training menggunakan
model arsitektur MobileNet V1 dapat dilihat pada Tabel 1.

Tabel 1: Spesifikasi Menggunakan Arsitektur MobileNet V1
Metrik Nilai
Loss 0.2864
Binary Accuracy 0.8850
Mean Absolute Error 0.1711
Validation Loss 0.3029
Validation Binary Accuracy 0.8793
Validation Mean Absolute Error 0.1714

Menggunakan arsitektur MobileNet V1 kita melakukan training dan mendapatkan hasil penyakit
Pneumothorax memiliki AUC bernilai 0.74 seperti yang terdapat pada Gambar 9.

Gambar 9: ROC Arsitektur MobileNet V1

Testing yang dilakukan menggunakan test set menunjukkan bahwa sistem dapat mendeteksi penyakit
sesuai dengan label yang ada. Positive example untuk penyakit Pneumothorax adalah 10.55% semen-
tara deteksi yang berhasil dilakukan bernilai 10.72% ini menandakan bahwa terjadi overfitting dalam
pendeteksian. Nilai ini dapat dilihat pada Gambar 10.
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Gambar 10: Positive Example dan Deteksi untuk Setiap Kategori Menggunakan Arsitektur MobileNet
V1

B. MobileNet V2
Spesifikasi hasil training menggunakan model arsitektur MobileNet V2 dapat dilihat pada Tabel 2.

Tabel 2: Spesifikasi Menggunakan Arsitektur MobileNet V2
Metrik Nilai

Loss 0.3605

Binary Accuracy 0.8686

Mean Absolute Error 0.1729

Validation Loss 0.3614

Validation Binary Accuracy 0.8684

Validation Mean Absolute Error 0.1730

Menggunakan arsitektur MobileNet V2 kita melakukan training dan mendapatkan hasil penyakit
yang memiliki nilai paling tinggi adalah Pneumothorax dengan AUC bernilai 0.58 seperti yang terdapat
pada Gambar 11.

Testing menggunakan test set menunjukkan sistem dapat mendeteksi penyakit sesuai dengan label.
Positive example untuk penyakit Pneumothorax adalah 10.55% sementara deteksi yang berhasil dilakuk-
an bernilai 6.29% ini menandakan terjadinya underfitting dalam pendeteksian. Nilai ini dapat dilihat
pada Gambar 12.
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Gambar 11: ROC Arsitektur MobileNet V2

Gambar 12: Positive Example dan Deteksi untuk Setiap Kategori Menggunakan Arsitektur MobileNet
V2
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C. VGG-19
Spesifikasi hasil training menggunakan model arsitektur VGG-19 dapat dilihat pada Tabel 3.

Tabel 3: Spesifikasi Menggunakan Arsitektur VGG-19
Metrik Nilai

Loss 0.3469

Binary Accuracy 0.8667

Mean Absolute Error 0.2000

Validation Loss 0.3420

Validation Binary Accuracy 0.8684

Validation Mean Absolute Error 0.2046

Menggunakan arsitektur VGG-19 kita melakukan training dan mendapatkan hasil penyakit Pneumo-
thorax memiliki AUC bernilai 0.54 seperti yang terdapat pada Gambar 13. Sementara Positive Example
menggunakan arsitektur VGG-19 dapat dilihat pada Gambar 14.

Positive example untuk penyakit Pneumothorax adalah 10.55% sementara deteksi yang berhasil dila-
kukan bernilai 54.21%. Dapat disimpulkan bahwa menggunakan model arsitektur VGG-19 mengalami
overfitting yang cukup besar.

Gambar 13: ROC Arsitektur VGG-19
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Gambar 14: Positive Example dan Deteksi untuk Setiap Kategori Menggunakan Arsitektur VGG-19

D. Inception V3
Spesifikasi hasil training menggunakan model arsitektur InceptionV3 dapat dilihat pada Tabel 4.

Tabel 4: Spesifikasi Menggunakan Arsitektur InceptionV3
Metrik Nilai

Loss 0.3367

Binary Accuracy 0.8693

Mean Absolute Error 0.2024

Validation Loss 0.3417

Validation Binary Accuracy 0.8684

Validation Mean Absolute Error 0.2067

Menggunakan arsitektur InceptionV3 kita melakukan training dan mendapatkan hasil penyakit Pne-
umothorax memiliki AUC bernilai 0.53 seperti yang terdapat pada Gambar 15. Testing menggunakan
test set menunjukkan bahwa sistem dapat mendeteksi penyakit sesuai dengan label yang ada. Posi-
tive example untuk penyakit Pneumothorax adalah 10.55% sementara deteksi yang berhasil dilakukan
bernilai 12.39%. Dapat disimpulkan bahwa menggunakan model arsitektur Inception V3 mengalami
overfitting.
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Gambar 15: ROC Arsitektur Inception V3

Gambar 16: Positive Example dan Deteksi untuk Setiap Kategori Menggunakan Arsitektur Inception
V3
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E. Inception ResNet V2
Spesifikasi hasil training menggunakan model arsitektur Inception ResNet V2 dapat dilihat pada Tabel
5.

Tabel 5: Spesifikasi Menggunakan Arsitektur Inception ResNet V2
Metrik Nilai

Loss 0.3518

Binary Accuracy 0.8665

Mean Absolute Error 0.1996

Validation Loss 0.3446

Validation Binary Accuracy 0.8684

Validation Mean Absolute Error 0.2125

Menggunakan arsitektur Inception ResNet V2 kita melakukan training dan mendapatkan hasil pe-
nyakit Pneumothorax memiliki AUC bernilai 0.48 seperti yang terdapat pada Gambar 17.

Gambar 17: ROC Arsitektur Inception Resnet V2

Positive example untuk penyakit Pneumothorax adalah 10.55% sementara deteksi yang berhasil dila-
kukan bernilai 12.78%. Dapat disimpulkan bahwa menggunakan model arsitektur Inception ResNet V2
mengalami overfitting.
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Gambar 18: Positive Example dan Deteksi untuk Setiap Kategori Menggunakan Arsitektur Inception
Resnet V2

IV. KESIMPULAN

Berdasarkan hasil pengujian awal, dapat disimpulkan bahwa sistem dapat bekerja dengan baik. Untuk
lebih detail, dapat ditarik kesimpulan sebagai berikut:

1. Dalam penelitian ini, telah diimplementasikan serangkaian prosedur untuk memprediksi kondisi
paru-paru melalui citra x-ray dengan menggunakan Convolutional Neural Network.

2. Berdasarkan hasil pengujian menggunakan test set, model yang memiliki performansi deteksi ren-
dah terhadap kondisi Pneumothorax yaitu VGG-19 dengan persentase prediksi paling rendah yaitu
19.5%.

3. Berdasarkan hasil pengujian menggunakan test set, model yang memiliki performansi deteksi tinggi
terhadap kondisi Pneumothorax yaitu MobileNet V1 dengan persentase prediksi paling tinggi yaitu
98.4%.

4. Nilai validasi akurasi yang didapat jika dilakukan proses training menggunakan model arsitektur
sudah cukup tinggi, namun deteksi sistem masih terhitung rendah.
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